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ABSTRACT 

 

The study involves circular data models and multiple outlier detection method.  

A linear functional relationship model (LFRM) with maximum likelihood parameters 

and covariance matrices is considered because previous studies had constraints and 

conditions for some parameters.  This study introduces General Unreplicated LFRM 

(GULFRM) and General Replicated LFRM (GRLFRM).  The maximum likelihood 

method evaluates all estimated parameters in all these models because circular data is 

expected to follow the von Mises distribution.  Monte Carlo simulations validate 

the models.  The simulation results show that the proposed parameter estimates 

produce a modest mean bias and a small squared mean error estimator, proving their 

effectiveness.  A clustering-based pseudo-replicates model transforms unreplicated 

into replicated circular data.  GRLFRM can analyse unreplicated data after replication.  

Monte Carlo simulations verify this pseudo-replicate model.  The simulations show 

that the proposed parameter estimations have low bias, validating the model's efficacy.  

A method for identifying multiple outliers in circular data comes next.  COVRATIO 

uses the covariance matrix determinant equation generated from GULFRM and 

GRLFRM to detect outlier points.  The cut-off point equations use the simulation 

study's 5% upper percentile with 95% confidence level.  Monte Carlo simulation 

experiments with outlier points are performed to assess method efficiency.  According 

to simulations, as contamination level increases, the outlier points detection procedure 

approaches 100% detection.  The study shows that COVRATIO is a valid strategy for 

detecting multiple outliers.  A complete general cycle of circular data analysis is the 

study's key novelty. Circular data analysis has four paths. Circular data can be analysed 

in any form under any circumstance with this four-path cycle of circular analysis. 
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ABSTRAK 

 

Kajian ini berkaitan tentang pemodelan data bulatan dan kaedah pengesanan 

beberapa titik terpencil.  Model hubungan fungsian linear (LFRM) dengan parameter 

kemungkinan maksimum dan matriks kovarians digunakan kerana kajian terdahulu 

mempunyai kekangan dan had untuk beberapa parameter.  Kajian ini memperkenalkan 

LFRM Umum Tidak Direplikasi (GULFRM) dan LFRM Umum Direplikasi 

(GRLFRM).  Kaedah kemungkinan maksimum menilai semua parameter anggaran 

dalam model ini kerana data bulatan dijangka mengikuti taburan von Mises.  Simulasi 

Monte Carlo mengesahkan model ini.  Keputusan simulasi menunjukkan anggaran 

parameter yang dicadangkan menghasilkan bias yang kecil dan penganggar ralat min 

kuasa dua yang kecil, membuktikan keberkesanan model ini.  Model replika pseudo 

berasaskan kluster mengubah data bulatan tidak direplikasi menjadi direplikasi.  

GRLFRM boleh menganalisis data yang tidak direplikasi selepas replikasi.  Simulasi 

Monte Carlo mengesahkan model replika pseudo ini.  Keputusan simulasi 

menunjukkan bahawa anggaran parameter yang dicadangkan mempunyai bias yang 

kecil, mengesahkan keberkesanan model.  Seterusnya, kaedah untuk mengenal pasti 

beberapa titik terpencil dalam data bulat akan diperkenalkan.  COVRATIO 

menggunakan persamaan penentu matriks kovarian yang dijana daripada GULFRM 

dan GRLFRM untuk mengesan titik terpencil.  Persamaan pemotongan menggunakan 

peratus atas 5% kajian simulasi dengan tahap keyakinan 95%.  Eksperimen simulasi 

Monte Carlo dengan titik terpencil dilakukan untuk menilai kecekapan kaedah.  

Menurut keputusan simulasi, apabila tahap pengubahsuaian meningkat, prosedur 

pengesanan titik terpencil menghampiri pengesanan 100%.  Kajian menunjukkan 

bahawa COVRATIO ialah strategi yang sah untuk mengesan beberapa titik terpencil.  
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Kitaran lengkap analisis data bulatan secara umum adalah pembaharuan utama di 

dalam kajian ini.  Analisis data bulatan mempunyai empat laluan.  Data bulatan boleh 

dianalisis dalam sebarang bentuk dalam apa jua keadaan dengan menggunakan kitaran 

lengkap empat laluan analisis bulatan ini.  
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CHAPTER 1  

 

 

INTRODUCTION 

 

 

1.1 Research Background 

 

Data can be categorised as linear or circular data.  Linear data can be studied 

using the typical approach of statistical technique and is utilised on a regular basis.  A 

set of collecting points on a circle of unit degree or radius constitutes circular data 

(Zubairi et al., 2008).  Circular data analysis dates to the middle of the 18th century 

when statistical models for circular response variables were first considered. The study 

of circular data has helped numerous scientific domains, such as life science (Demir 

& Bilgin, 2019), biology (Landler et al., 2018), plant phenology (Hudson and Keatley, 

2010) and environmental study (Mokhtar et al., 2021).  Due to the nature of the angle, 

circular data cannot be formally analysed using conventional statistical methods. 

The functional relationship model is a component of the error-in-variables 

model (EIVM), which contains fixed or deterministic underlying variables.  Two other 

EIVM models are the structural relationship model and the ultrastructural relationship 

model.  When the variables are random, the structural relationship model is utilised 

(Mamun et al., 2020).  As the ultrastructural relationship model is a combination of 

the linear and structural relationship models, it comprises both random and fixed 

variables (Jinadasa and Tracy, 1990). 
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The differences between traditional regression and EIVM are outlined here. 

Standard regression assumes x  value is technically observed without error and y  is 

observed with error only for each pair of observations ( ),x y , but EIVM assumes both 

variables are observed with error.  Second, unlike typical linear regression, EIVM does 

not separate explanatory variables from response variables.  Lastly, if the objective is 

to predict one variable given the other, as opposed to examining the underlying 

relationship between the variables, regular linear regression is more suited. 

When working with linear variables, it is common to utilise a linear functional 

relationship model (LFRM) to express the underlying relationship between the 

variables.  The same holds true for circular or directional variables, which will be 

represented by the circular functional relationship model (CFRM).  CFRM is more 

complicated than LFRM since the model includes trigonometric expressions.  In order 

to simplify the relationship, circular variables might still be represented using a LFRM.  

The LFRM can be classified as unreplicated LFRM for unreplicated circular data and 

replicated LFRM for replicated circular data.   

The LFRM for circular variables was first proposed by altering the regression 

model for circular variables (Hussin et al., 2006).  Then, it was enhanced to 

unreplicated LFRM based on specific requirements and constraints, such as the ratio 

of error concentration parameter being fixed to one (Hassan et al., 2010), the slope 

parameter being fixed to one (Mokhtar et al., 2015) and the simple functional model 

with unequal error concentration (Mokhtar et al., 2020).  The purpose of this study is 

to present a general unreplicated LFRM (GULFRM) for circular variables by 

attempting to abolish the previous conditions and restrictions.  This broad approach 

will aid several fields of study, including business and economics (Sharif et al., 2019), 
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the real estate industry (Chang et al., 2019), and agricultural water management 

(Pagliari et al., 2021). 

The unidentifiability problem in an unreplicated LFRM can be avoided if the 

ratio of error concentration parameter is known in order to estimate the parameters 

(Mokhtar et al., 2017).  However, those value is unknown in most actual circumstances 

because the information is either unavailable or not provided by field researchers.  One 

essential strategy to avoid this difficulty is to collect this information from the sample 

itself  (Arif et al., 2020).  This is accomplished by recognizing groups from 

unreplicated linear data in which all parameters are identifiable and reliably 

approximated (Hussin et al., 2004).   

The replicated LFRM can be employed by replicating observations from 

unreplicated data or by making replication available.  The replicated LFRM can be 

utilized to avoid the LFRM's unidentifiability problem.  Furthermore, since the error 

concentration parameter for iX  variable, x  and error concentration parameter for iY

variable,
y  can be estimated separately using replicated LFRM, the assumption or 

knowledge on the ratio of the error concentration parameter is no longer required. 

Since replicated LFRM is a relatively new subset of circular variables, there are few 

researchers working on it, yet its practical applicability may be found in fields such as 

meteorology (Moslim et al., 2021).  This study will develop the replicated LFRM into 

a general replicated LFRM (GRLFRM) that may be used for circular variables. 

If replication is unavailable from unreplicated data, the replicated LFRM 

cannot be used directly to analyse the data; nevertheless, it can be used to force group 

or pseudo-replicate the unreplicated data into replicated data.  In other words, the 

concept of grouping and clustering can be extended to generate pseudo groups from 

the unreplicated data, which then can be used to estimate the parameters of replicated 
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LFRM.  Hussin et al. (2004) proposed this method, but in this study the concept of 

pseudo-replicates will be expanded using clustering technique. 

Another component of the study is the treatment of outliers in circular datasets. 

An outlier is a point or points of observation that deviate from the observed pattern. 

The distinction between outliers and non-outliers is not always obvious (Rahman et 

al., 2012).  In meteorology, the presence of outliers in circular data may affect and 

diminish forecast accuracy (Rambli et al., 2016).  In other words, to obtain a robust 

estimation of the parameters, it is essential to ensure that the dataset employed is 

devoid of outliers.  This study discusses the multiple outlier detection approach for 

functionally related GULFRM and GRLFRM. 

 

1.2 Problem Statement 

 

In general, this study covers four LFRM-related problems.  The first problem 

is related to enhancing the unreplicated LFRM for circular variables.  Prior research 

on parameter estimate for unreplicated LFRM (Caires and Wyatt, 2003; Hussin, 2006; 

Hassan 2010; Mokhtar 2015; Mokhtar, 2020) contains limitations and restrictions. 

This study focuses on generalising the unreplicated LFRM by attempting to erase past 

constraints and restrictions to address this issue.  

The second problem, estimating the parameter for unidentifiable unreplicated 

LFRM.  Replicated LFRM can alleviate the problem of unidentifiability by replicating 

observations from unreplicated data or by providing replication.  Prior research on 

replicated LFRM parameter estimation (Mokhtar et al., 2017) has shortcomings.  This 

study generalises and improves the replicated LFRM by erasing earlier restraints and 

restrictions.  
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The third problem involves influential observations or extreme values for 

circular variables.  Before conducting statistical analysis, it is crucial to identify 

outliers, as their existence in the dataset has a negative influence.  Methods for 

detecting multiple outliers in proposed GULFRM and GRLFRM will be investigated 

in this study. 

The final problem is categorising circular data or pseudo-replicates from 

unreplicated to replicated circular data.  As previously stated, the unidentifiability 

problem in unreplicated LFRM requires an assumption to estimate the parameters.  

This is not identical to replicated LFRM, as it is not possible to replicate data from 

unreplicated data since the replication in unavailable.  This study will investigate the 

ability of Pseudo-Replicates LFRM to force transform unreplicated circular data into 

replicated data. 

In conclusion, this study will attempt to answer the following research 

questions. 

1. How can the GULFRM for circular variables be developed and enhanced by 

overcoming historical constraints and limitations, and how effective is the 

Maximum Likelihood Estimation (MLE) in generating parameter estimates 

and decreasing bias in this model? 

2. How does the MLE estimate parameters and reduce bias in the GRLFRM for 

circular variables?  How does the GRLFRM solve the unidentifiability problem 

in the unreplicated model by supplying the ratio concentration parameter 

value? 

3. When replication is unavailable, how may pseudo-replicates solve the 

unidentifiability problem in unreplicated LFRM?  How does the suggested 

Single Linkage Clustering Technique (SLCT) produce pseudo-replicates for 


